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Abstract— Accurate detection of spectrum opportunities within
the frequency band of an orthogonal frequency division multiple
access (OFDMA) system carries critical importance for OFDMA-
based cognitive radios. In this paper, we analyze the opportunity
detection performances of energy detection and ESPRIT (esti-
mation of signal parameters by rotational invariance techniques)
algorithms in the presence of timing misalignments in uplink
(UL) OFDMA. For the energy detector, the statistics of subcarrier
power are derived considering timing misalignments, and they
are verified through computer simulations. Using these statistics,
which take inter-carrier-interference (ICI) effects into account,
receiver operating characteristics (ROCs) of the energy detector
receiver are obtained. It is shown that energy detection has a
considerably better performance than ESPRIT, especially when
the subcarrier assignment changes frequently. Moreover, a closed
form expression is derived for the UL-OFDMA synchronization
point that minimizes the ICI. Finally, it is shown that employing
resource allocation blocks with larger sizes in the primary
network yields better opportunities for the cognitive radio.

Index Terms— Cognitive radio, Energy Detector, ESPRIT,
Femtocell, ICI, OFDMA, Opportunity Detection, Receiver Oper-
ating Characteristics, OFDM Synchronization, Spectrum Sens-
ing, Timing Misalignment.

I. INTRODUCTION

The growing number of wireless technologies may force
future systems to share the same spectrum. Cognitive radio [1]
is seen as a promising approach in this direction [2], [3]. Cog-
nitive radio introduces the concept of opportunistic spectrum
usage [4] in which a secondary network utilizes unused parts
of a spectrum that is owned by a primary system. Cognitive
radios are required to reliably sense the spectrum opportunities
in order to minimize probability of false alarms (PFA) and
probability of missed detections (PMD) [5], [6].

For an orthogonal frequency division multiple access
(OFDMA) based cognitive radio, spectrum opportunity can
be defined as the set of subcarriers that are not utilized by the
primary system. A threshold based detector such as in [7]
can be employed for detecting the spectrum opportunities,
where appropriate selection of the threshold is critical for a
good detection performance. Spectrum sensing performance
of energy detectors can be quantified by receiver operating
characteristic (ROC) curves (see e.g. [8]). A particularly
challenging scenario that has not been considered in detail
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in the prior art for cognitive radio systems is when some of
the uplink (UL) OFDMA user signals arrive at the receiver
with delays larger than the CP of the symbol (see e.g., [9]-
[11], and Fig. 1). For example, in Fig. 1(b), the secondary
user SU-1 communicates with SU-2 utilizing the available
spectrum opportunities. However, the signals of the primary
users arriving at SU-2 after the CP of SU-1 (i.e., UL signals
of mobile stations MS-1 and MS-4) result in inter-symbol
interference (ISI) as well as inter-carrier interference (ICI),
which may considerably decrease the spectrum opportunities.
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Fig. 1. Cognitive radio scenario in consideration and illustration of the timing
misalignment problem due to users’ signals arriving after the CP of SU-1.
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An interesting case where such a timing misalignment
problem may occur is the coexistence of a femtocell net-
work [12], [13] with a macrocell network, both of which
employ OFDMA. As discussed in [14] and [15], macrocell
and femtocell may coexist through either a split-spectrum
approach, where both networks are assigned orthogonal bands,
or a shared-spectrum approach, where unused parts of the
macrocell spectrum are utilized by the femtocell that acts
as a cognitive radio. In a shared-spectrum scenario, while
the macrocell users are synchronized with the macrocell base
station (BS) through initial/periodic ranging [16], [17], their
signals may arrive at the femtocell BS with different delays
(see [18] for an analysis of arrival times at the femtocell BS),
which can make detection of spectrum opportunities by the
femtocell quite challenging.

In this paper, detection of spectrum opportunities in UL-
OFDMA is investigated in the presence of considerable tim-
ing misalignment between users (see e.g. [19]). Taking into
account the effects of ICI that appear as a result of timing
misalignments, the statistics of the energy detector receiver
are obtained, and the related ROCs for spectrum sensing are
derived. Moreover, a closed form expression for the primary
user distance that causes the strongest interference to the
cognitive radio is obtained. Finally, optimum UL-OFDMA
synchronization point that minimizes the interference to the
cognitive radio is calculated1. Through computer simulations,
opportunity detection error probabilities using the energy
detector are determined for various scenarios and they are
compared with the detection performance of the estimation
of signal parameters by rotational invariance techniques (ES-
PRIT) algorithm. Impact of the primary network’s resource
allocation block size on the cognitive radio is also investigated
using the parameters specified in LTE and WiMAX standards.

Organization of this paper is as follows. Section II provides
the system model, while Section III shortly introduces energy
detection based and ESPRIT algorithm based spectrum sensing
approaches. In Section IV, the statistics of the energy detector
decision variable are investigated, and the user distance yield-
ing the highest interference is derived. In Section V, ROCs
with and without timing misalignment are derived for receivers
that employ noise-based threshold and normalized threshold.
Section VI investigates the optimum synchronization point for
an UL-OFDMA receiver, Section VII presents the simulation
results, and Section VIII concludes the paper.

II. UL-OFDMA SYSTEM MODEL

Consider an OFDMA system with Nu users in the uplink.
The sampled time domain signal at the transmitter of user i
can be written as

x
(m)
i (n) =

√
Ptx,i

∑

k∈Γi

X
(m)
i (k)e

j2πkn
N ,−Ncp ≤ n ≤ N − 1,

(1)

1Note that UL-OFDMA synchronization has been investigated in several
works in the prior art (see e.g. [20] and [21] and the references therein). In this
paper, we look at the timing synchronization problem from a secondary sys-
tem’s perspective for minimizing interference, which has not been considered
in the literature to the best of our knowledge.

where m is the symbol index, Ptx,i is the transmit power
for user i, k ∈ Γi is the subcarrier index, Γi is the set of
subcarriers of length Ni assigned to user i out of N total
subcarriers, Ncp is the length of the cyclic prefix, and X

(m)
i (k)

is the data on the kth subcarrier and mth symbol of the ith
user.

The time domain aggregate received signal is the super-
position of signals from all users, each of which propagates
through a different multipath channel and arrives at the re-
ceiver with a delay δ̃i = dNτ̃i/T e, where τ̃i is the propagation
delay experienced by user i, and T is the duration of the useful
part of the symbol. Then, aggregate discrete-time received
signal can be expressed as

y(n) =
Nu∑

i=1

yi(n) + w(n), (2)

where w(n) denotes the additive white Gaussian noise
(AWGN), and

yi(n) =
√

Prx,i

L−1∑

l=0

α
(m)
i (l)

×
∞∑

m=−∞
x

(m)
i

(
n−Dl,i −m(N + Ncp)

)
, (3)

where Prx,i is the received power for user i, L denotes the
total number of multipath components (MPCs), α

(m)
i (l) is the

lth MPC for user i, and Dl,i = dNτl,i/T e+ δ̃i, where τl,i is
the delay of the lth MPC for user i.

If Dl,i ≤ Ncp, it is easy to prove that the frequency domain
signal for the kth subcarrier of user i is given by

Y
(m)
i (k) =

√
Esc,iX

(m)
i (k)

L−1∑

l=0

α
(m)
i (l)e−

j2πkDl,i
N , (4)

where Esc,i is the average received energy per subcarrier for
user i, which is equal to Prx,i. On the other hand, if Dl,i >
Ncp, the FFT window at the receiver will include signals
from two consecutive symbols of the transmitted signal. As
a consequence, this will result in inter-symbol interference as
well as inter-carrier interference. Getting the FFT of (3), the
received signal on the kth subcarrier of user i can be written
as [11]

Y
(m)
i (k) =

√
Esc,i

N

L∑

l=1

α
(m)
i (l)

×
{ Dl,i−Ncp−1∑

n=0

x
(m−1)
i (n + N + Ncp −Dl,i)e−

j2πkn
N

+
N−1∑

n=Dl,i−Ncp

x
(m)
i (n−Dl,i)e−

j2πkn
N

}
. (5)

After plugging (1) into (5) and some manipulation, we have

Y
(m)
i (k) =

√
Esc,i

L−1∑

l=0

α
(m)
i (l)

×
{

Sd,i,l(k) + I1,i,l(k) + I2,i,l(k)
}

, (6)
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where the desired signal, interference from the same subcarrier
of the previous symbol, and the total interference from other
subcarriers are respectively given as

Sd,i,l(k) = X
(m)
i (k)K1,i,l(k)e

−j2πkDl,i
N (7)

I1,i,l(k) = X
(m−1)
i (k)K2,i,l(k)e

−j2πk(Dl,i−Ncp)
N (8)

I2,i,l(k) =
1
N

∑

p∈Γi

p6=k

[
1− e

j2π(p−k)(Dl,i−Ncp)
N

1− e
j2π(p−k)

N

]

︸ ︷︷ ︸
hi(p,k)

×
(
−X

(m)
i (p)e−

j2πpDl,i
N + X

(m−1)
i (p)e

j2πp(Ncp−Dl,i)
N

)

︸ ︷︷ ︸
gi(p)

,

(9)

where

K1,i,l(k) =
N −Dl,i + Ncp

N
× I(i, k) ,

K2,i,l(k) =
Dl,i −Ncp

N
× I(i, k), (10)

with I(i, k) denoting an indicator function given by

I(i, k) =

{
1 , if k ∈ Γi ,

0 , if k /∈ Γi .
(11)

Note that the interference terms I1,i,l(k) and I2,i,l(k) will both
be zero if the received MPC is located within the CP duration.
The aggregate frequency-domain signal can then be written as

Y (m)(k) =
Nu∑

i=1

Y
(m)
i (k) + W (k) , (12)

where W (k) ∼ CN (
0, σ2

)
is the DFT of w(n), σ2 =

N0/2, and CN (
µ, σ2

)
denotes the distribution of a circularly

symmetric complex Gaussian random variable with mean µ
and variance σ2.

III. SPECTRUM SENSING TECHNIQUES

Different methods may be considered for the detection of
spectrum opportunities in an OFDMA system. In this pa-
per, energy detection and ESPRIT algorithms are considered.
Moreover, impact of subcarrier assignment strategy on the
opportunity detection performance is evaluated.

A. Energy Detector Method

In the energy detector method, based on (6), we consider the
following decision variable and compare it with a threshold ξ

P (m)(k) =
∣∣∣Y (m)(k)

∣∣∣
2 H1

≷
H0

ξ , (13)

where hypothesis H1 implies that subcarrier k is occupied, and
hypothesis H0 implies that it is not. A diagram of the energy
detector method is provided in Fig. 2. Statistics of the decision
variable P (m)(k) in the presence of timing misalignment will
be discussed in more detail in Section IV, while possible
approaches for selecting the threshold ξ are discussed in
Section V.

FFT ( . )2

Tnorm

Return Spectrum 
Opportunities

Received
Signal

Pn , Ps+n ξ = Pn + Tnorm (Ps+n – Pn )

ξ
Fig. 2. Diagram of the energy detector method.

B. ESPRIT Method

ESPRIT is a high resolution signal parameter estimation
algorithm that exploits the shift invariance property of sig-
nals [22]. It belongs to the class of signal subspace methods
in that it relies on an eigendecomposition of the covariance
matrix of the received signal [23]. The algorithm has been
employed in a wide variety of applications including direction-
of-arrival estimation in antenna arrays [22], channel estimation
in multipath fading channels [24], and estimating the param-
eters of sinusoids in noise [25].

The problem of determining the occupied subcarriers in an
OFDMA signal can be considered as identifying the number
and frequencies of a set of sinusoids in additive noise. OFDM
based signals are suitable for implementing ESPRIT because
they are made shift invariant by the addition of a cyclic prefix,
which means that a time shift not exceeding the CP does not
alter the statistical features of the OFDM signal. Exploiting
this property of the OFDM signal, carrier frequency offset
estimation using ESPRIT was performed in [26]. In [27],
ESPRIT algorithm was proposed for estimating the occu-
pied subcarriers of an OFDM symbol. Although it is known
that ESPRIT cannot be the optimum detection method when
the maximum delay observed in the system is larger than
the CP (due to the degradation in the shift invariance of
OFDM symbols), in this paper, the ESPRIT performance in
an asynchronous UL-OFDMA system is simulated to provide
a relative measure for the energy detection performance.

In the practical ESPRIT implementation for determining the
occupied subcarriers of an OFDM symbol, the first step is to
estimate the number of occupied subcarriers (Nocp), which
is done via the minimum descriptive length (MDL) algorithm
introduced in [28]. Estimation of subcarrier frequencies, on the
other hand, is performed by constructing the auto- and cross-
covariance matrices of the received signal. From the received
signal y(n), two sample vectors y(n) and z(n) of length Υ
are formed

y(n) = [y(n), y(n + 1), · · ·, y(n + Υ− 1)],
z(n) = [y(n + 1), y(n + 2), · · ·, y(n + Υ)], (14)

where Υ is equal to M× (N + Ncp), M being the number
of adjacent symbols with the same occupied subcarriers.

The auto-covariance matrix Ryy and cross-covariance ma-
trix Ryz are obtained as follows

Ryy = E{y(n)y∗(n)}, and Ryz = E{y(n)z∗(n)}, (15)

where E{·} denotes the expectation operation. It is important
to note that the reliability of Ryy and Ryz is directly propor-
tional to M. By performing an eigen-decomposition on Ryy,
its eigenvalues are determined, where the minimum eigenvalue
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λmin is the noise variance2. Noise power is subtracted from
Ryy and Ryz to obtain

Cyy = Ryy − λminI and Cyz = Ryz − λminZ, (16)

where I is the identity matrix, and Z is a matrix with ones on
the first subdiagonal and zeros elsewhere. The frequencies of
the occupied subcarriers are yielded by the first Nocp largest
generalized eigenvalues of the matrix pair (Cyy,Cyz) (The
reader is referred to [25] for a step-by-step guide of the
ESPRIT algorithm).

The matrix operations that it requires make the ESPRIT
algorithm highly computationally complex and may induce
an extended processing delay. This kind of a delay renders
ESPRIT less feasible in a real-time application.

IV. STATISTICS OF THE ENERGY DETECTOR DECISION
VARIABLE WITH TIMING MISALIGNMENT

In order to analyze how the timing misalignment problem
affects the opportunity detection, the statistics of the decision
variable in (13) have to be evaluated. After plugging (12) into
(13), we have

P (m)(k) =
∣∣∣Y (m)(k)

∣∣∣
2

=
Nu∑

i=1

∣∣∣Y (m)
i (k)

∣∣∣
2

+ |W (k)|2

+ 2Re
{

W ∗(k)
Nu∑

i=1

Y
(m)
i (k)

︸ ︷︷ ︸
Zero−mean RV

}

+ 2
Nu−1∑

i=1

Nu∑

j=i+1

Y
∗(m)
i (k)Y (m)

j (k), (17)

where the last term of (17) is 0 since Y
(m)
i (k) and Y

(m)
j (k)

cannot be non-zero simultaneously. The statistics of (17) can
be evaluated by analyzing the statistics of the individual
terms as will be discussed below. To keep the expressions
analytically tractable3, we consider L = 1 in (6), and drop the
multipath indices from related expressions in (6)-(9).

First, using (4), we may write
∣∣∣Y (m)

i (k)
∣∣∣
2

as

∣∣∣Y (m)
i (k)

∣∣∣
2

= Esc,i

∣∣∣Sd,i(k) + I1,i(k) + I2,i(k)
∣∣∣
2

= Esc,i

[∣∣∣Sd,i(k)
∣∣∣
2

+
∣∣∣I1,i(k)

∣∣∣
2

+
∣∣∣I2,i(k)

∣∣∣
2

+ 2Re
{

S∗d,i(k)I1,i(k) + S∗d,i(k)I2,i(k) + I∗1,i(k)I2,i(k)
}]

,

(18)

2Note that since Υ > Nocp, Ryy is a singular matrix; hence, Υ−Nocp

of its smaller eigenvalues yield the noise variance.
3For the derivation of the statistics of (17) in a multipath channel, the reader

is referred to Appendix-B.

where
∣∣∣Sd,i(k)

∣∣∣
2

=
∣∣∣X(m)

i (k)
∣∣∣
2

K2
1,i(k), (19)

∣∣∣I1,i(k)
∣∣∣
2

=
∣∣∣X(m−1)

i (k)
∣∣∣
2

K2
2,i(k), (20)

∣∣∣I2,i(k)
∣∣∣
2

=
1

N2

( ∑

p∈Γi

p 6=k

∣∣∣h2
i (p, k)

∣∣∣
∣∣∣g2

i (p)
∣∣∣

+ Re
{ ∑

p∈Γi

p 6=k

∑

q∈Γi

q 6=k,q 6=p

h∗i (p, k)hi(q, k)g∗i (p)gi(q)
}

︸ ︷︷ ︸
Zero−mean RV

)
,

(21)

S∗d,i(k)I1,i(k) = X
∗(m)
i (k)X(m−1)

i (k)K1,i(k)K2,i(k)e
j2πkNcp

N ,

(22)

S∗d,i(k)I2,i(k) =
1
N

X
∗(m)
i (k)K1,i(k)e

j2πkDl,i
N

×
∑

p∈Γi

p6=k

hi(p, k)gi(p), (23)

I∗1,i(k)I2,i(k) =
1
N

X
∗(m−1)
i (k)K2,i(k)e

j2πk(Dl,i−Ncp)
N

×
∑

p∈Γi

p6=k

hi(p, k)gi(p) , (24)

with, as indicated in (9),

gi(p) = −X
(m)
i (p)e−

j2πpDl,i
N + X

(m−1)
i (p)e

j2πp(Ncp−Dl,i)
N ,

(25)

hi(p, k) =
1− e

j2π(p−k)(Dl,i−Ncp)
N

1− e
j2π(p−k)

N

,

h2
i (p, k) =

1− cos
(

2π(p−k)(Dl,i−Ncp)
N

)

1− cos
(

2π(p−k)
N

) . (26)

Note that (22)-(24) as well as the indicated terms in (17)
and (21) are zero-mean random-variables (RVs). Then, the
mean of (17) can be evaluated as

E
{

P (m)(k)
}

=
Nu∑

i=1

E
{∣∣∣Y (m)

i (k)
∣∣∣
2}

+ ndσ2 , (27)

where nd denotes the degree of freedom (DOF) of noise

terms, and calculation of E
{∣∣∣Y (m)

i (k)
∣∣∣
2}

will be discussed
in Appendix A.

On the other hand, the variance of (17) is

Var
{

P (m)(k)
}

=
Nu∑

i=1

Var
{∣∣∣Y (m)

i (k)
∣∣∣
2}

+ 2ndσ4

+ 8ndσ4
Nu∑

i=1

E
{∣∣∣Y (m)

i (k)
∣∣∣
2}

, (28)
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where calculation of the variances of the first two terms
are straight-forward, and the variance of the third term is
calculated as

Var
{

2Re
{

W ∗(k)
Nu∑

i=1

Y
(m)
i (k)

}}

= E
{

4W 2(k)
( Nu∑

i=1

∣∣Y (m)
i (k)

∣∣2

+
Nu−1∑

i=1

Nu∑

j=i

Y
∗(m)
i (k)Y (m)

j (k)
)}

(29)

= 8ndσ4
Nu∑

i=1

E
{∣∣∣Y (m)

i (k)
∣∣∣
2}

. (30)

Hence, calculation of E
{∣∣∣Y (m)

i (k)
∣∣∣
2}

and Var
{∣∣∣Y (m)

i (k)
∣∣∣
2}

are sufficient for obtaining the statistics of (17) as in (27) and
(28), as will be illustrated for different modulation schemes
in Appendix A.

A. User Distance Yielding the Strongest Interference

The ICI power from a certain user is scaled by the received
signal energy from that user, Esc,i, as indicated in (15).
However, in (15), the distance-dependency of the received
signal energies was not explicitly taken into account, and it
was assumed that Esc,i is a given parameter. However, in
practice, both the received signal’s delay and energy depend
on the distance between the user and the secondary receiver.

Assuming a single tap channel, user delays are directly pro-
portional to the user distances (di) through D1,i = di

c Ts
, where

c is the speed of light, and Ts is the sampling time. Moreover,
Esc,i also depends on di through Esc,i = λ2

(4π)2dγ
i
Ptx, where λ

is the wavelength of the transmitted signal, and γ is the path
loss coefficient. Since the impacts of di on D1,i and Esc,i

are inversely proportional to each other4, it is expected that
the interference power will be maximized at a certain distance
and then will start decreasing with di. Determining the di that
causes the strongest interference might be useful for certain
practical applications. An example can be a femtocell that
has access to the subcarrier allocation map of the macrocell
network as well as to the locations of the macrocell users
(through its backbone connection to the macrocell network).
If the femtocell knows that users that are located at/around a
specific distance cause the highest interference, it can avoid
using the empty subcarriers that are adjacent to these users’
subcarriers. Therefore, we analytically derived a closed-from
expression for the user distance that causes the strongest
interference.

Through simulations, it is determined that
∑

k 6=p I2
1,i(k) is

negligible compared to
∑

k 6=p I2
2,i(k). Hence, the derivation

is based on finding the distance where I2
2,i(k) (ICI) is maxi-

mized. The total interference power that is caused by a certain

4D1,i increases linearly with di, and Esc,i decreases with γth power of
di.

subcarrier p, summed over all empty subcarriers, is given by

∑

k 6=p

I2
2,i(k) =

λ2

(4π)2d2
i

2
N2

∑

k 6=p

h2
i (p, k) , (31)

Replacing di with cD1,iTs, (31) can be rewritten as
∑

k 6=p

I2
2,i(k) =

2(
4πfNTsD1,i

)2

∑

k 6=p

h2
i (p, k) , (32)

where f is the carrier frequency of the system. Differentiating
(32) with respect to D1,i one obtains

d
∑

k 6=p I2
2,i(k)

dD1,i
=

2(
4πfNTs

)2

×
(
− 2

D3
1,i

∑

k 6=p

1− cos
(

2π(p−k)(D1,i−Ncp)
N

)

1− cos
(

2π(p−k)
N

)

+
1

D2
1,i

∑

k 6=p

sin
(

2π(p−k)(D1,i−Ncp)
N

)

1− cos
(

2π(p−k)
N

) 2π(p− k)
N

)
. (33)

The point where the ICI power is maximum can be found by
equating (33) to 0, which yields

2
D1,i

∑

k 6=p

1− cos
(

2π(p−k)(D1,i−Ncp)
N

)

1− cos
(

2π(p−k)
N

)

=
∑

k 6=p

sin
(

2π(p−k)(D1,i−Ncp)
N

)

1− cos
(

2π(p−k)
N

) 2π(p− k)
N

. (34)

The trigonometric terms in (34) can be approximated using
Taylor series expansion under the condition that the inputs of
cos(x) and sin(x) satisfy−1 < x < 1. Although this condition
is met only for very small values of (p − k), approximation
is still useful since ICI is not significant for large values of
(p−k). Substituting the sine and cosine functions in (34) with
the first two terms of their Taylor expansion, i.e. cos(x) ≈
1− x2

2 and sin(x) ≈ x− x3

3! , one obtains

k=p+a∑

k=p−a

k 6=p

(
D1,i −Ncp

)2

D1,i

=
k=p+a∑

k=p−a

k 6=p

((
D1,i −Ncp

)− 1
6

(2π(p− k)
N

)2(
D1,i −Ncp

)3
)

.

(35)

where a is a small value that enables Taylor approximation and
needs to be set inversely proportional with Ncp. Empirically,
it is found that N

2Ncp
is an appropriate value for a. Utilizing

summation formulas, one obtains

2a
D1,i −Ncp

D1,i

= 2a− 1
6

(
2π

(
D1,i −Ncp

)

N

)2
a(a + 1)(2a + 1)

3
, (36)
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which, after some manipulations, leads to

D3
1,i − 2NcpD2

1,i + N2
cpD1,i − 36Ncp(

2π
N

)2(a + 1)(2a + 1)
= 0 .

(37)

Note that two roots of (37) constitute a complex conjugate
pair, and the third root is a real number, which yields the di

causing the highest ICI. As it will be verified in Section VII,
it is found that a quite accurate approximation for D1,i that
yields the highest interference is 2Ncp.

V. RECEIVER OPERATING CHARACTERISTICS

For the detection of occupied subcarriers, we consider two
types of threshold-based techniques for selecting ξ in (13)
in this paper: noise-based threshold (NBT) and normalized
threshold (NT). While the threshold using the first approach
is set based only on the noise level, the threshold using the
second approach scales with the total received signal energy.

A. Noise-based threshold

If the noise variance σ2 is known, the threshold that satisfies
a certain PFA can be selected. When a subcarrier k is not
occupied by any user, (13) follows a centralized Chi-square
distribution, whose cumulative distribution function (CDF) is
given by [29]

FY (y) = 1− e−y/2σ2
M−1∑
κ=0

1
κ!

( y

2σ2

)κ

, (38)

where M = nd/2 is an integer. For complex noise, we
have nd = 2, and (38) becomes the CDF of an exponential
distribution. Then, the PFA for a certain threshold ξ as in (13)
becomes

Pfa(ξ) = 1− FY (ξ) = e−ξ/2σ2
, (39)

where the threshold may also be written in terms of the PFA
as

ξ = F−1
Y

(
1− Pfa

)
. (40)

When subcarrier k is occupied, on the other hand, (13)
follows a non-centralized Chi-square distribution, whose CDF
is given by [29]

F̃Y (y, Esc,i) = 1−QM

(√
Esc,i

σ
,

√
y

σ

)
, (41)

where QM (a, b) is the Marcum-Q function given by

QM (a, b) =
∫ ∞

b

x
(x

a

)M−1

e−(x2+a2)/2IM−1(ax)dx , (42)

with Iζ(x) denoting the ζth order modified Bessel function of
the first kind [29]. Then, using (39), probability of detection
Pd corresponding to a certain Pfa becomes

Pd(Pfa) = 1− F̃Y (ξ, Esc,i)

= QM

(√
Esc,i

σ
,

√
F−1

Y

(
1− Pfa

)

σ

)
. (43)

The relationship in (43) that relates the Pd to Pfa is commonly
referred as the receiver operating characteristic curves.

In the presence of ICI, since the statistics of the received
power will change, the ROC performance will get worse.
In particular, using again the Chi-square distribution5 for

modeling the distribution of
∣∣∣Y (m)(k)

∣∣∣
2

along with (27) and
(28), the probability of false alarm and probability of detection
(PD) that will be observed in the presence of ICI and using
the threshold as in (40) is given by

Pfa,ICI(Pfa) =
1

N −∑Nu
i=1 Ni

×
∑

k=1,...,N,k/∈Γi,

i∈{1,...,Nu}

QM

(√
µ̃(k)

σ̃(k)
,

√
F−1

Y

(
1− Pfa

)

σ̃(k)

)
,

(44)

Pd,ICI(Pfa) =
1∑Nu

i=1 Ni

×
∑

k∈Γi,

i∈{1,...,Nu}

QM

(√
µ̃(k)

σ̃(k)
,

√
F−1

Y

(
1− Pfa

)

σ̃(k)

)
,

(45)

where from the mean and variance of a non-centralized Chi-
square distributed random variable, we may easily obtain

µ̃(k) = E
{∣∣∣Y (m)(k)

∣∣∣
2}
−

ndVar
{∣∣∣Y (m)(k)

∣∣∣
2}

4E
{∣∣∣Y (m)(k)

∣∣∣
2} , (46)

σ̃2(k) =
Var

{∣∣∣Y (m)(k)
∣∣∣
2}

4E
{∣∣∣Y (m)(k)

∣∣∣
2} . (47)

B. Normalized threshold

Note that NBT discussed in the previous section does not
take the received energies of the useful signals into account
and selects the threshold based on the noise level. A different
way of setting the threshold, which considers both noise and
signal energy levels, is to utilize a normalized threshold as
follows

ξ = Pn + Tnorm

(
Ps+n − Pn

)
, (48)

where Pn and Ps+n are the average noise energy and average
signal+noise energy, respectively, and 0 ≤ Tnorm ≤ 1 denotes
the normalized threshold. Pn can practically be estimated
utilizing the guard bands (GB) of the OFDMA signal. To be
more specific, by averaging the energies measured over the
outermost subcarriers of left and right GBs, an estimate that is
affected least from the ICI can be obtained. Ps+n, on the other
hand, can be roughly determined by averaging the energies
measured over all subcarriers except the null subcarriers in
the guard bands.

5In Section VII-B, it will be verified thorough simulations that Chi-square

distribution still well models
∣∣∣Y (m)(k)

∣∣∣
2

in the presence of ICI.
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There is a trade-off between probability of false alarms and
probability of missed detections in the selection of Tnorm. A
too small Tnorm causes many unused subcarriers to be detected
as occupied and gives rise to a high PFA, whereas a too
large Tnorm causes PMD to increase. An analysis of the error
probability with respect to the Tnorm employed is provided in
Section VII.

VI. DETERMINING THE OPTIMUM SYNCHRONIZATION
POINT

Depending on its location relative to the primary receiver,
a secondary receiver may receive UL-OFDMA signals with
(D1,i − θ) > NCP for certain users, where θ denotes the
synchronization point. Interference caused by these users may
be significant, especially if the received powers of these users
are comparable to users whose (D1,i − θ) ≤ NCP. This can
be the case if the transmit powers of users are unequal, for
example due to adaptive power allocation. In a scenario where
received powers from all users are similar regardless of di,
significant interference may be observed.

To have as many spectrum opportunities as possible, the
opportunistic system has to minimize the interference that is
caused by the timing mismatch. As a solution, the synchro-
nization point can be determined according to D1,i of uplink
users; θ may be shifted towards a later point than the intuitive
synchronization point, which is the delay of the first arriving
user. In practice, user location information (e.g. through GPS)
might be utilized by the secondary system to estimate the D1,i.
In the following, a closed form equation for the interference
minimizing synchronization point is derived, denoted by θopt.
As in Section IV-A, the derivation is based on ICI only.

Let S denote the point where the useful part of the received
signal starts, i.e., S = θ + Ncp. Assuming a single occupied
subcarrier6 pi from each user, and replacing the Ncp term in
h2

i (p, k) given in (26) with S , the total ICI power is given by

∑

k 6=pi

I2
2,i(k) =

Nu∑

i=1

∑

k 6=pi

1− cos
(

2π(pi−k)
N (D1,i − S)

)

1− cos
(

2π(pi−k)
N

) ,

(49)

where it is assumed that the Esc,i and Ni parameters are the
same for all users. Differentiating (49) with respect to S and
equating it to 0, we have

d
∑

k 6=pi
I2
2,i(k)

dS

=
Nu∑

i=1

∑

k 6=pi

sin
(

2π(pi−k)
N (D1,i − S)

)

cos
(

2π(pi−k)
N

)
− 1

2π(pi − k)
N

= 0 . (50)

Substituting the cosine and sine terms with the first two terms
of their Taylor series expansion, where pi − a < k < pi + a

6Note that extension to analysis of interference caused by multiple subcarri-
ers follows straight-forwardly through including their effects in the summation
below.

as explained in Section IV-A, we obtain

Nu∑

i=1

k=pi+a∑

k=pi−a

k 6=pi

2π(pi−k)
N (D1,i − S)− 1

3!

(
2π(pi−k)

N (D1,i − S)
)3

− 1
2

(
2π(pi−k)

N

)2

× 2π(pi − k)
N

= 0 , (51)

which, after some manipulations, yields
Nu∑

i=1

k=pi+a∑

k=pi−a

k 6=pi

(
− 2(D1,i − S) +

(2π(pi − k)
N

)2 (D1,i − S)3

3

)

(52)

=
Nu∑

i=1

−4a(D1,i − S)

+
Nu∑

i=1

(2π

N

)2 (D1,i − S)3

3
a(a + 1)(2a + 1)

3
(53)

=
Nu∑

i=1

−(D1,i − S) + R(D1,i − S)3 = 0 , (54)

where R = 1
36

(
2π
N

)2(a + 1)(2a + 1). Ordering the terms in
(54) according to the powers of S , a third order polynomial
for S can be written as

NuS3 − 3
Nu∑

i=1

D1,iS2 +
(
− Nu

R
+ 3

Nu∑

i=1

D2
1,i

)
S

−
Nu∑

i=1

D3
1,i +

1
R

Nu∑

i=1

D1,i = 0 , (55)

The only real root of (55) is Sopt, and the optimum synchro-
nization point can be found as θopt = Sopt −Ncp.

A critical point is that if there is a set of users Iu whose
D1,i < θopt, then the D1,i term in (55) needs to be replaced
by D1,i − θopt for i ∈ Iu, and Sopt needs to be recalculated.
This is because for i ∈ Iu, the received symbol contains
samples from the previous symbol, and hence, ICI and ISI
occur. Therefore, if Iu 6= ∅, it is required to run (55) a second
time with D1,i modified for i ∈ Iu to obtain the correct S. In
Section VII, the analytical value of θopt obtained from (55)
will be verified with computer simulations.

VII. SIMULATION RESULTS

Extensive computer simulations are performed in order
to verify the discussions in the previous sections. In the
simulations, both an AWGN channel and a realistic 6-tap
multipath (MP) channel (ITU-R Vehicular A channel model)
are considered. Signal-to-noise-ratio (SNR) for user i is de-
fined as E

{
Esc,i

}
/N0. PMD is defined as the ratio of number

of subcarriers detected as unused although they are used to
N . PFA, on the other hand, is the ratio of the number of
subcarriers detected as used although they are unused to N . We
consider a traffic model where the primary users are continu-
ously transmitting. It is assumed that the scheduling decisions
in the primary network remain the same for a certain period
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of time. The secondary networks sense the spectrum within a
portion of this duration and utilize the spectrum opportunities
before the scheduling decisions in the primary network change.
The simulations target the opportunity sensing aspects of the
spectrum, but how the opportunities are utilized is out of the
scope of this paper.

A. Statistics of (17) with Timing Misalignment

The mean and variance of (13) for a three user scenario are
plotted in Fig. 3, where an AWGN channel is considered. It is
observed that theoretical results match well with simulations.
While user-1’s signal arrives at the receiver with a delay
smaller than the CP, user-2 and user-3’s signals arrive at the
receiver with delays larger than the CP. Fig. 3 shows that

the mean and variance of the decision variable
∣∣∣Y (m)(k)

∣∣∣
2

in unoccupied subcarriers adjacent to the subcarriers of user-2
and user-3 are larger than the noise level due to the timing
misalignment problem, which will increase the PFA. Another
important observation in Fig. 3 is that the variance of the
decision variable at the occupied subcarriers of a certain user
may increase considerably with the delay experienced by that
user, which will impact the probability of detection of the
occupied subcarriers. How these factors affect the ROCs will
be demonstrated in the next section.

B. Receiver Operating Characteristics With and Without ICI

The ROCs for the three-user scenario in Fig. 3 are illustrated
in Fig. 4 for two different SNR levels. Both theoretical and
simulation results are shown for NBT, while only simulation
results are included for NT with Tnorm ∈ {0.2, 0.6}. For
theoretical NBT, (43) is used when all the users’ delays are
within the CP (no ICI), while (44) and (45) are used if any
of the users’ delays are larger than the CP (with ICI). The
theoretical plots are well aligned with the simulation results,
and it is seen that the Chi-square distribution well models

the distribution of
∣∣∣Y (m)(k)

∣∣∣
2

with or without ICI. For NBT,
when the propagation delay experienced by the users exceeds
the CP, the PD corresponding to a certain PFA decrease for
all scenarios due to ICI.

When the NTs are used, on the other hand, the thresholds
are not specifically obtained based on the PFA values (captured
by the x-axis on the plots), but they are set adaptively based
on (48). Then, the simulation results are averaged over several
realizations in order to obtain the average PFA and PD values
for a given normalized threshold, which are plotted in Fig. 4.
It is observed that when the NT in (48) is used, the receiver
operates somewhere on the corresponding ROC curves (PD
versus PFA relation captured by equations (43)-(45)) at the
same SNR. Note that for larger received signal energies, the
threshold ξ increases when an NT is used (i.e., the threshold
is set adaptively), while it is constant for NBT. Hence, by
using NT, the PFA may be decreased with some acceptable
degradation in the PD. For example, for Esc,i/σ2 = 7 dB
and Tnorm = 0.6 (with no ICI), we have (PFA, PD) ≈
(0.140, 0.920) for NT. When the Esc,i/σ2 is increased7 to

7Noise level is kept constant and received signal energies are increased.

−100 −50 0 50 100

10
0

10
1

Subcarrier Index

S
ub

ca
rr

ie
r 

P
ow

er

 

 
Simulation
Theory

(a) Theoretical versus simulated mean of (17) with timing misalignment.
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(b) Theoretical versus simulated variance of (17) with timing misalignment.

Fig. 3. Mean and variance of (17) for Esc,i/σ2 = 10 dB. User delays
in terms of samples are δ̃1 = 10, δ̃2 = 40, and δ̃3 = 60, while
the CP length is equal to 32 samples. Subcarriers assigned to users are
Γ1 = [−100,−99, ...,−69],Γ2 = [1, 2, ..., 32],Γ3 = [50, 51, ..., 81],
respectively.

10 dB, with NT, the (PFA, PD) ≈ (0.040, 0.983). On the
other hand, with NBT that uses the same threshold as in
the first case, we would have (PFA, PD) ≈ (0.140, 0.993),
where 0.993 is only slightly larger than 0.983, but 0.040 is
considerably smaller compared to 0.140. Hence, through using
an NT, considerable improvement may be obtained in the PFA
with some minor PD degradation.

C. Probability of Opportunity Detection Error with Timing
Misalignment

In this section, two different subcarrier assignment schemes
(SAS) are considered. The first one is a blockwise assignment
(BA), where each block is defined by Nsymb consecutive
OFDMA symbols and Nsc consecutive subcarriers. Fig. 5



ŞAHIN ET AL.: OPPORTUNITY DETECTION FOR OFDMA-BASED COGNITIVE RADIO SYSTEMS WITH TIMING MISALIGNMENT 9

0 0.2 0.4 0.6 0.8 1
0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

P
fa

P
D

 

 

NBT (Sim, No ICI)
NBT (Theo, No ICI)
NT (T

norm
 = 0.6, No ICI)

NT (T
norm

 = 0.2, No ICI)

NBT (Sim, With ICI)
NBT (Theo, With ICI)
NT (T

norm
 = 0.6, With ICI)

NT (T
norm

 = 0.2, With ICI)

(a) ROCs for Esc,i/σ2 = 7 dB.

0 0.2 0.4 0.6 0.8 1

0.9

0.92

0.94

0.96

0.98

1

P
fa

P
D

 

 

NBT (Sim, No ICI)
NBT (Theo, No ICI)
NT (T

norm
 = 0.6, No ICI)

NT (T
norm

 = 0.2, No ICI)

NBT (Sim, With ICI)
NBT (Theo, With ICI)
NT (T

norm
 =  0.6, With ICI)

NT (T
norm

 = 0.2, With ICI)

(b) ROCs for Esc,i/σ2 = 10 dB.

Fig. 4. Theoretical and simulated ROCs with and without timing misalign-
ment for the three-user scenario in Fig. 3.

illustrates the blocks that are used in different standards8.
The two BA schemes used in the simulations are WiMAX
UL ASP with Nsc = 9 and Nsymb = 6, and WiMAX
UL PUSC with Nsc = 4 and Nsymb = 3. The other SAS
considered is a randomized assignment (RA), where each
individual subcarrier may be assigned to a different user. The
RA scheme employed in the simulations has Nsc = 1 and
Nsymb = 6.

In the simulations, error probability in opportunity detection
is computed as the sum of PMD and PFA. For all assignment
schemes used, the occupancy rate of the subcarriers is kept at
50% to have equal contribution from PMD and PFA to the total
error probability. The maximum delay that the latest arriving
user signal can have is τmax is considered to be between 0 µs
and 60 µs, where τ̃i ∼ U(0, τmax) for all users. Note that
τmax values greater than 11.2 µs exceed the CP duration.

Fig. 6 and Fig. 7 demonstrate the error probability for τmax

8PUSC: partial usage of subchannels, ASP: adjacent subcarrier permutation.

Fig. 5. Subcarrier assignment schemes in different standards. (a) A typical
resource block in LTE, (b) PUSC 1 in WiMAX, (c) PUSC 2 in WiMAX, (d)
ASP in WiMAX. For the ASP mode in WiMAX, different options for the
block dimensions exist, where Nsymb ∈ {1, 2, 3, 6} and Nsc = 54/Nsymb

(i.e., number of subcarriers per block is fixed to 54).
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Fig. 6. Error probability versus τmax for energy detection with blockwise
and randomized assignments (Nsc = 9, Nsymb = 6).

values up to 60 µs both for RA and BA, for block sizes 4×3
and 9 × 6 (shown in Fig. 5(c) and Fig. 5(d)), respectively.
The reason for excluding the simulation results for block sizes
given in Fig. 5(a) and Fig. 5(b) is their numerical closeness
to the other two. Both in Fig. 6 and in Fig. 7, an optimum
Tnorm is used in all cases (see [19] for a detailed analysis of
obtaining optimum Tnorm in different scenarios). It is observed
that in RA, ICI has a more destructive effect on the detection
performance. The two reasons for the error rates being higher
in Fig. 7 than in Fig. 6 are that Nsc is smaller leading to a
higher number of affected empty subcarriers, and Nsymb is
smaller resulting in worse noise averaging.

The results of the error probability versus τmax analysis
performed for the ESPRIT algorithm (for a block size of
9 × 6) are displayed in Fig. 8. It is observed that there is
a considerable performance difference between RA and BA in
high SNR values. For low SNR, ESPRIT performance is con-
siderably poor regardless of the subcarrier assignment scheme
or the τmax value. A comparison of the error probabilities
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Fig. 7. Error probability versus τmax for energy detection with blockwise
and randomized assignments (Nsc = 4, Nsymb = 3).
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Fig. 8. Error probability versus τmax for the ESPRIT algorithm with
blockwise and randomized assignments (Nsc = 9, Nsymb = 6).

demonstrated in Fig. 6 and Fig. 8 indicates that the ESPRIT
performance is inferior to the energy detection performance
with the given set of simulation parameters. The main reason
for this fact is that there are only 6 symbols over which the
ESPRIT algorithm needs to obtain the covariance matrices it
requires. It is found that ESPRIT performance could compete
with energy detection only if the same subcarrier assignment
were used over a very high number of symbols, so that
ESPRIT can compute the covariances reliably. The simulation
results that compare the performances of these two algorithms
up to 500 symbols for RA9, 20 dB SNR, and τmax = 0 µs
are plotted in Fig. 9. The energy detection curves are obtained
for the optimum Tnorm value for this scenario, which is 0.05,
as well as two other non-optimum values. It is shown that

9Note that actually there is a sensing vs. throughput trade-off in cognitive
radio networks, where there exists an optimal sensing time that maximizes the
throughput. Due to space limitations, the reader is referred to [6] for further
details.

10
0

10
1

10
2

5

10

15

20

25

30

Number of Symbols

E
rr

or
 P

ro
ba

bi
lit

y 
(%

)

 

 
ESPRIT
T

norm
 = 0.5

T
norm

 = 0.25

T
norm

 = 0.05

Fig. 9. Comparison of ESPRIT and energy detection algorithms over
increasing number of symbols. Tnorm values considered for energy detection
are 0.50, 0.25, and 0.05.

ESPRIT can outperform energy detection at a high number of
symbols, especially when Tnorm is not optimized. However,
it is worth to note that ESPRIT becomes less desirable at
higher number of symbols due to its increased computational
complexity.

Another analysis is performed on the variation of the
error probability with respect to Tnorm in order to determine
the optimum Tnorm in different practical scenarios. In the
corresponding simulations, received user signal powers are
distance-dependent due to the path loss. It is aimed to detect
subcarriers of users whose average SNR exceeds 5 dB. Fig.
10 shows the error probabilities obtained for BA (block size
9×6), where the distances of 12 users to the secondary receiver
are shown in the legend. An important observation in Fig. 10
is that the optimum Tnorm is found to be around 0.05 in all
practical scenarios considered.

The variation of interference power with respect to user
delay is investigated in Fig. 11 for both AWGN and MP
channels. The delays considered are round trip delays (RTDs),
and user signal powers are distance-dependent. Theoretical
values for interference power are computed using (26), as
well, and they validate the simulation results. Note that for
the MP channel, interference power is usually higher, and
interference is observed even for delays shorter than Ncp due
to the dispersiveness of the channel. In Fig. 11, the delays
yielding the highest interference power that are calculated
using (37) are also indicated. It is observed that (37) provides
very accurate estimates.

Simulation results for the variation of interference power
with respect to the synchronization point (θ) are provided in
Fig. 12 for case 1, where user distances vary from 150 m
to 1800 m (in steps of 150 m), and for case 2, where user
distances vary from 500 m to 1600 m (in steps of 100 m). In
both cases, all user signal powers are equal. Theoretical values
are also obtained using (49) and they are shown to match with
the simulation results. It is revealed that the point where the
interference is minimized (θopt) may be considerably later than
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the delay of the first arriving signal, and the gain that can be
obtained by optimizing the synchronization point may be as
high as 3 dB. In Fig. 12, the θopt values derived using (55) are
indicated, as well. It is observed that (55) is rather accurate in
estimating θopt.

VIII. CONCLUDING REMARKS

In this paper, the feasibility of spectrum opportunity de-
tection in UL-OFDMA in the presence of significant timing
misalignments is investigated. Energy detection algorithm is
scrutinized through detailed theoretical analyses, which are
verified through extensive computer simulations. Statistics of
the energy detection decision variable are derived in the
presence of ICI effects, and are then utilized to obtain the
related ROCs. Performance of the energy detector receiver is
found to be acceptable, yielding a better performance than
the ESPRIT algorithm under the practical system parameters
considered. A closed form expression is obtained for the
optimum UL-OFDMA synchronization point that minimizes
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Fig. 12. Variation of ICI power with respect to synchronization point;
NCP=16 samples. Case 1) User distances (in m): [150:150:1800].
Case 2) User distances (in m): [500:100:1600].

the interference on the cognitive radio. It is shown that it may
be at a later point than the arrival time of the earliest primary
user’s signal.

APPENDIX

A. Derivation of Energy Detection Statistics for Different
Modulations

When BPSK modulation is used, based on (18)-(26), the

mean of
∣∣∣Y (m)

i (k)
∣∣∣
2

can be evaluated as follows

E
{∣∣∣Y (m)

i (k)
∣∣∣
2}

=
{
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{
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}
, if k /∈ Γi,

Esc,i

(
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{
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}
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}
+ E
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(56)

where,
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E
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2
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p∈Γi,p 6=k

h2
i (p, k) . (57)

On the other hand, again based on (18)-(26) (note that (19),

(20) are zero-variance RVs), the variance of
∣∣∣Y (m)

i (k)
∣∣∣
2

can
be evaluated as
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(58)
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where
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(59)
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(62)

Similar analysis can be applied to higher-order modulation
schemes that have symmetric constellation points with respect
to the origin, namely the QPSK, 16-QAM, and 64-QAM,
where the constellations are respectively given by

M(QPSK) =
{ [(2ρ− 1) + (2κ− 1)j]

√
Esc,i√

2
,

ρ = 0, 1; κ = 0, 1
}

, (63)

M(16−QAM) =
{ [(2ρ− 3) + (2κ− 3)j]

√
Esc,i√

10
,

ρ = 0, 1, 2, 3; κ = 0, 1, 2, 3
}

,

(64)

M(64−QAM) =
{ [(2ρ− 7) + (2κ− 7)j]

√
Esc,i√

42
,

ρ = 0, ..., 7; κ = 0, ..., 7
}

.

(65)

Then, using (18)-(26), it can easily be derived that the mean

and the variance of
∣∣∣Y (m)

i (k)
∣∣∣
2

are identical with (56) and
(58) for all the above three constellations of higher-order
modulation schemes. Hence, the impact of ICI is independent
of the modulation order for constellations that are symmetric
with respect to the origin10.

B. Statistics of (17) in Multipath Channel

In a multipath channel, despite some analogies with with the
multiuser channel, the statistics of (17) will be different than
in an AWGN channel. We may re-write (17) in a multipath

10Note that the statistics will change in case different modulation types are
used for two consecutive symbols, where one of them is at the end of a certain
block and the following symbol is at the beginning of the following block.

channel as

P (m)(k) =
∣∣∣Y (m)(k)

∣∣∣
2

=
∣∣∣Y (m)

i (k) + W (k)
∣∣∣
2

,

=
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√

Esc,i

L−1∑

l=0

α
(m)
i (l)

{
Sd,i,l(k) + I1,i,l(k) + I2,i,l(k)

}
+ W (k)
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2

, (66)

where a single-user scenario is considered for analytical
tractability. After some manipulation, (66) can be written as
in (67), where other than the last set of terms involving Cl1,l2 ,
the earlier terms are analogous to the first three terms in (17)
for the multiuser AWGN channel scenario (i.e., the different
MPCs in the multipath channel may be considered as multiuser
signals with different delays and attenuations), and their statis-
tics have already been captured through equations (18)-(30).
However, as opposed to the multiuser AWGN channel scenario
analogy, the Cl1,l2 term will be non-zero in the multipath
channel, since the MPCs corresponding to the same user will
be using the same SAS as well as the same modulated symbols
(as opposed to the last term in (17)). The term Cl1,l2 can be
expanded for the multipath channel as
(
Sd,i,l1(k) + I1,i,l1(k) + I2,i,l1(k)

)

× (
Sd,i,l2(k) + I1,i,l2(k) + I2,i,l2(k)

)

= Sd,i,l1(k)Sd,i,l2(k) + Sd,i,l1(k)I1,i,l2(k)
+ Sd,i,l1(k)I2,i,l2(k) + I1,i,l1(k)Sd,i,l2(k) + I1,i,l1(k)I1,i,l2(k)
+ I1,i,l1(k)I2,i,l2(k) + I2,i,l1(k)Sd,i,l2(k) + I2,i,l1(k)I1,i,l2(k)
+ I2,i,l1(k)I2,i,l2(k) . (68)

In (68), only the Sd,i,l1(k)Sd,i,l2(k), I1,i,l1(k)I1,i,l2(k), and
I2,i,l1(k)I2,i,l2(k) terms have a non-zero mean. For example,
the first term is equal to

Sd,i,l1(k)Sd,i,l2(k)

=
[
X

(m)
i (k)

]2
K1,i,l1(k)K1,i,l2(k)e

−j2πk(Dl1,i+Dl2,i)

N . (69)

If Dl1,i and Dl2,i are considered as known, (69) becomes
a deterministic variable11. Similarly, it may be shown that
the other two terms have non-zero means, and it is also
straightforward to derive that (68) has a non-zero variance. In
summary, since the Cl1,l2 terms are non-zero in a multipath
channel, there is not a one-to-one analogy between single-user
multipath and multi-user AWGN channels, and the former sce-
nario (considering exactly same delays and fading coefficients
as in a multiuser AWGN channel) results in worse spectrum
opportunities due to larger ICI.
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